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Abstract—In the paper it has been presented the possibility of using the least squares support vector machine to the initial diagnosis of patients. In order to find some optimal parameters making the work of the algorithm more detailed, the following techniques have been used: K-fold Cross Validation, Grid-Search, Particle Swarm Optimization. The result of the classification has been checked by some labels assigned by an expert. The created system has been tested on the artificially made data and the data taken from the real database. The results of the computer simulations have been presented in two forms: numerical and graphic. All the algorithms have been implemented in the C# language.
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1. Introduction

Recently has been observed efforts to remote patients diagnosis by use of teleinformatic services. It obeys automatic self diagnosis by proper software which is placed on Web servers accessible for patients [1], [2]. Also proper software could be used by the dedicated physicians for automatic preselection of the remote patients who need special attention of the physicians [3]. Such software need be continuously improved to obtain valuable help; software must be based on rules verified by the dedicated physicians. The aim of the work was to create a system in the form of software that works with a database, enabling efficient classification of data and the initial diagnosis of patients with Least Squares Support Vector Machine (LS-SVM) classifier [4]. In order to find the optimal parameters which define work of the software several techniques have been used. The purpose of the preliminary data processing is the transformation of the input data set, as a result the new set will be obtained, for which the classification algorithm solves the problem with less error or in shorter time [5]. The first step in medical data preprocessing were:

– normalization – the transformation the data after which values of the attributes are in the range [min, max]; in this paper values min = 0, max = 1 have been adopted;
– standardization – the transformation of data, after which values of the attributes have an expected average value of zero and standard deviation equal to unity.

The use of standardization is safer and usually doesn’t lead to bad consequences, as it may happen the case of normalization.

The result of the classification has been checked by some labels assigned by an expert. The created system has been tested on the artificially made data and the data taken from the real database. The results of the computer simulations have been presented in two forms: numerical and graphic.

2. Measures of Quality Assessment

Classification

The basic problem that appears when we try to assess the ability of generalization of researched models, is the choice of a measure which will be used to estimate this ability [6]. In this research were used two: classification accuracy and confusion matrix.

Classification accuracy determines what part of all cases were correctly classified. It is expressed in percentage. When the accuracy is larger, then the classifier is more effective. In some applications, the distinct between incorrect classifications may have meaning. For example, in medicine pass a sick patient into the health group is much more dangerous than reverse situation. In these situations we may use the confusion matrix. It is the square matrix, where rows correspond to correct decision classes, and the columns refer to the decisions predicted by the classifier. In the case of LS-SVM algorithm, which is binary classifier, the confusion matrix can be written as shown in Table 1.

<table>
<thead>
<tr>
<th>Original classes</th>
<th>Predicted classes by the classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>Positive</td>
</tr>
</tbody>
</table>

The names used in Table 1 are inspired by the medical terminology, as follows:

– TP (true positive) – number of correctly classified examples from selected class,
– FN (false negative) – number of incorrectly classified examples from this class, negative decision when the example is in fact positive,
– TN (true negative) – number of examples which are not properly allocated to the selected class (correctly rejected).
– FP (false positive) – number of examples which are wrongly assigned to the selected class, when in fact they does not belong to (false alarm).

Using this kind of cases classification, particular attention should be paid to those examples, which are marked as FN. These examples are very important, because they mean not detection the disease, which can have bad consequences.

3. Least Squares Support Vector Machine Simulations

The advantages of the nonlinear SVM classifier are its great ability to solve the classification problems. J. Suykens in [4] proposed the method, which is the modification of the algorithm SVM V. Vapnik’s [7], by modifying the cost function. This idea transformed the problem from solving the quadratic programming problem to solving a set of linear equations. This approach will simplify and shorten computation time.

3.1. Optimization of Model Parameters

In the case of the algorithm LS-SVM with radial kernel function [4], [7], optimized parameters are: $\gamma$, which is the weight at which the testing errors will be treated in relation to the separation margin and parameter $\sigma$, which corresponds to the width of the kernel function. It is not known in advance what combination of these two parameters will achieve the best result of classification. It is impossible to complete the search space of models, therefore the choice of optimal set of parameters is a very complex problem, and the way its solution is a key element of the classification system. In order to find the best values the following techniques were used: Grid-Search [8], K-fold Cross-Validation [5], Particle Swarm Optimization [9]–[15].

3.2. Used Technologies

To create an application development environment Microsoft Visual Studio 2010 has been used. As a programming language was chosen C# 3.0. The following libraries have been used:
– Windows Forms – implementation of the graphical user interface,
– ZedGraph – implementation of graph,
– ILNumerics – mathematical operations.

3.3. Characteristics of the Calculation Results

In order to test the proposed system, several data sets have been selected from UC Irvine Machine Learning Repository [16].

3.3.1. SPECT

A problem of diagnosis perfusion, based on data collected in Medical College of Ohio relies on diagnose of this disease based on 22 attributes [17], [18]. The database consists of 267 cases. All attributes take binary values. A specific case of cardiac perfusion may be classified to two classes: normal and abnormal. The division set to the classes was presented in the Table 2.

<table>
<thead>
<tr>
<th>Data</th>
<th>Train data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of instances</td>
<td>80</td>
<td>187</td>
</tr>
<tr>
<td>Perfusion</td>
<td>Normal</td>
<td>Abnormal</td>
</tr>
<tr>
<td>Number of instances</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

It may be noted that the dominant class in the test set are cases of incorrect perfusion – 91.9%. Moreover, in the process of learning classifier was used less examples than during testing. Therefore the subject of analysis it was how the algorithm can handle with a small number of training data, and how the cases will be diagnosed as correct perfusion, because such examples are only 8.1%. For this dataset there was no need for normalization and standardization because all attributes are binary.

**Optimization with algorithm Grid-Search.** As it has been studied in [13], the best method to find the optimal pair of parameters is changing them by exponential growth method. Using this technique, should be selected a pair of coefficients of $\gamma$ and $\sigma$, for which the classification accuracy is the best.

In order to find the best model, it should be chosen the pair of points for which one side can get the highest accuracy, on the other cases, the best recognition of patients belong to the sick group. A compromise, between perhaps sometimes inconsistent conditions, is necessary.

Making an analysis of the obtained curves the point of coordinates: $\gamma = 2^{52.2}$ and $\sigma = 2^{-1.1}$ has been chosen. In the case someone can observe a slightly lower classification accuracy, but it is maximized the value of parameter true positive. For these data the aim is the best diagnosis of the sick patients. The measure of this recognition is the TP factor, so it should endeavor to a situation when

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log$_2\gamma$</td>
<td>52.2</td>
</tr>
<tr>
<td>Log$_2\sigma$</td>
<td>-1.1</td>
</tr>
<tr>
<td>Classification accuracy [%]</td>
<td>90.9</td>
</tr>
<tr>
<td>TP</td>
<td>162</td>
</tr>
<tr>
<td>FP</td>
<td>7</td>
</tr>
<tr>
<td>TN</td>
<td>8</td>
</tr>
<tr>
<td>FN</td>
<td>10</td>
</tr>
</tbody>
</table>
this coefficient has as the greatest value as possible. For this value will be followed a classification with LS-SVM algorithm on a test set.

In Table 3 the results of the classification with LS-SVM algorithm on a test set are presented – data distribution has been shown in Table 2. It is worth noting that only 10 of 172 cases have not been diagnosed as the sick persons. On the other side, the 7 from 15 people have been wrongly diagnosed as sick, although they should be included into the healthy group.

### Optimization with algorithm Particle Swarm Optimization

After a large number of simulations with varying parameters of PSO algorithm, the results have been obtained, some of which are presented in the Table 4. It has been studying, how the number of partitions and the number of iterations affect on the obtained results.

<table>
<thead>
<tr>
<th>Number of partitions</th>
<th>50</th>
<th>50</th>
<th>100</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>50</td>
<td>100</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>( \log_2 \gamma )</td>
<td>48.8</td>
<td>48.5</td>
<td>24.8</td>
<td>50.4</td>
</tr>
<tr>
<td>( \log_2 \sigma )</td>
<td>1.1</td>
<td>-1.9</td>
<td>-1.9</td>
<td>-0.6</td>
</tr>
<tr>
<td>Classification Accuracy [%]</td>
<td>79.14</td>
<td>89.30</td>
<td>89.83</td>
<td>93.58</td>
</tr>
<tr>
<td>TP</td>
<td>138</td>
<td>159</td>
<td>160</td>
<td>168</td>
</tr>
<tr>
<td>FP</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>TN</td>
<td>10</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>FN</td>
<td>34</td>
<td>13</td>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>

In the Table 4 the results of the classification with LS-SVM algorithm on a test set have been presented – data distribution has been shown in Table 2. The good level of accuracy has been achieved. Only 4 of 172 cases were not diagnosed as sick. In turn, 8 of 15 people were wrongly diagnosed as sick, although they should be included into the healthy group. The result for the patients from the sick group is 97.6%, whereas for the patients from the healthy group is 46.6%. Making an analysis of the above results, it can conclude, that the algorithm coped very well with the diagnosis of the cases from the sick group. It is evident that the number of particles and iterations allows to get better results. With a small number of particles the algorithm is stagnant and the particles can’t escape from local minima. The values of the parameters \( c_1 \) and \( c_2 \) are not as important for the convergence of the algorithm. The experimental results indicate that it is better to set the value of parameter \( w \) to the large one in order to promote a global exploration of the space, and gradually decrease it to obtain more improved solutions. The initial value was set to 0.9 and then was reduced, in each step, to the value 0.4 [14].

### 3.3.2. Breast Cancer

A problem of diagnosis breast cancer, based on data collected in University Hospital in Madison (Wisconsin) relies on a diagnose of this disease based on 30 attributes [19], [20]. The database consists of 569 cases. It has no missing attribute values. A specific case of cardiac perfusion may be classified to two classes: malignant and benign. The division set of the class has been presented in Table 5.

<table>
<thead>
<tr>
<th>Class attribute</th>
<th>Number of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>–1 (malignant cancer)</td>
<td>212 (37.2%)</td>
</tr>
<tr>
<td>1 (benign cancer)</td>
<td>357 (62.8%)</td>
</tr>
</tbody>
</table>

In the Table 5 the characteristics of the data set has been presented. The dominant class in these input set are cases of benign cancer – 62.8%. Because the data have not been pre-divided into training and testing datasets, the effect of the percentage partition of the data on the classification accuracy will be investigated. Each time a training set will be selected at random and will contain from 10% to 90% of all data. For each step it had been carried out 10 drawings of the training set, and then the average classification accuracy has been calculated.

### Optimization with algorithm particle swarm optimization

In the simulations the following parameters were adopted in the PSO algorithm: \( c_1 = c_2 = 0.5 \), \( w \)-according to the method described above, number of partitions = 100, number of iterations = 100. The obtained results have been shown graphically in Fig. 1. It presents the averaged classification results using several methods of the preliminary data processing.

In Fig. 1 it can be seen that the best classification accuracy was obtained when it was not used any preprocessing method. It is evident that when the training set is less than 10%–20%, the obtained results are worse. This is due to the fact the border decision boundary in LS-SVM algorithm, what depends largely on the representativeness of training data. If they are not enough, it can’t achieve a satisfactory level of generalization of the model.
3.3.3. Heart Disease

A problem of diagnosis heart disease, based on data collected in Hungarian Institute of Cardiology, University Hospital in Zurich, University Hospital in Basel, V. A. Medical Center in Long Beach, Cleveland Clinic Foundation, relies on a diagnose of this disease based on 13 attributes [21]–[24]. The database consists of 270 cases. It has no missing attribute values. Each specific case may be classified to two classes: healthy and sick. The division set to the class was presented in Table 6.

<table>
<thead>
<tr>
<th>Class attribute</th>
<th>Number of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>¬1 (sick)</td>
<td>120 (44.4%)</td>
</tr>
<tr>
<td>1 (healthy)</td>
<td>150 (55.6%)</td>
</tr>
</tbody>
</table>

In Table 6 the characteristics of the data set has been presented. The dominant class in this input set are cases of healthy patients (55.6%). Because the data have not been predivided into training and testing datasets, investigated the effect of the percentage partition of the data on the classification accuracy. Each time a training set will be selected at random and will contain from 20% to 90% of all data. For each step was carried out 10 drawings the training set, and then the average classification accuracy have been calculated.

Optimization with algorithm particle swarm optimization. In the simulations the following parameters were adopted in the PSO algorithm: $c_1 = c_2 = 0.5$, $w$ according to the method described above, number of partitions = 100, number of iterations = 100. The obtained results have been shown graphically in Fig. 2. It presents averaged classification results using several methods of the preliminary data processing.

In Fig. 2 it can be seen that the best classification accuracy was obtained used the pre-processing method, which are similar. The results accuracy are lower than it was in the case of the breast cancer dataset. This may be due to fewer examples available in the database, and hence smaller number of examples used in the learning process.

4. Conclusions

The aim of the presented work was the adaptation of algorithmic techniques LS-SVM to their most efficient using in the classifying medical data from the patients. The idea here it is primarily to allow the software classification can be reliably put the presumptive diagnosis. The work of this software cannot substitute a real expert – a doctor, but to support his work by patients’ selection. The process of classification of patients, based on medical data, was in the work carried out in such a way, that it analyzed data from actual patients, who were already known, what is the correct medical diagnosis. This was possible due to the using of databases available on the Internet, put there by reputable clinics.

The process of adapting the algorithm LS-SVM consisted primarily a very time consuming repetition of the calculations for other sets of parameter values which define the work of computational process, and then the choice of the most favorable version from the point of view of accuracy assessment of quantitative decision making processes results. It can’t be predicted analytically for SVM techniques, as well as for other groups of algorithms based on the philosophy of artificial neural networks.

As a result, it seems that the group received the application software suitable for using in a practical analysis of data from a database of medical patients. It was found that the analysis of different groups of medical data classification software by the LS-SVM method has to be differentiated. This was demonstrated by analyzing the sample data on several key areas of treatment. It was also studied the effect of normalization and standardization of data on the final effect of the allocation of patients. It can’t determine what method of data preprocessing is better. It depends on the specific data. And so, in the case of breast cancer database, it was found that by using the normalization and standardization worse results than without preprocessing were achieved. Differences in values are on a level of a few percent. And in the case of heart disease when the training set was smaller, better results were obtained, by using normalization. When the number of examples increased, the results obtained were very close to each other.
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